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Abstract  This paper argues that the practice of employing bare pairs of quotation 
marks to represent the empty string in formal linguistics and computer science is well-
founded in the implicit conventions governing the use of quotation marks in natural 
language. In the framework of the Inscriptional Theory of Quotation (ITQ), it is argued 
that sentences containing empty quotation (i.e., empty quotational sentences) are gram-
matical and meaningful. Furthermore, the notion of an empty string is employed in the 
analysis of reported speech to provide a unified account that identifies mixed quotation 
as the primary form of reported speech.

Keywords  Empty string. Empty quotation. Mixed quotation. Ostensive definition. Re-
ported speech.

Summary  1 Introduction. – 2 Inscriptional Theory of Quotation (ITQ). – 2.1 The 
Semantics and Pragmatics of Empty Quotation. – 2.2 Grammaticality of Empty 
Quotation. – 3 Empty Quotation and Reported Speech. – 4 Conclusion.
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﻿1	  Introduction

The empty string is a fundamental concept in computer science and 
formal linguistics. It is defined as a string of length zero, meaning 
it contains no characters. In certain instances, it is represented by 
the symbol ʻε ,̓ that is, by a referring expression with a type-⟨e⟩ se-
mantic value. In most programming languages, including Python, Ja-
va, Swift, and others, the empty string is typically represented using 
quotation marks without any content in between. This is illustrated 
in (1) below. (1-a) is an example from Python language, wherein the 
empty string appears at the end of the line, to ensure that there is 
no extra content after the exclamation mark. In the follow-up (1-b), 
the empty string is used to represent missing data.

1-a.	 print(ʻHelloʼ + ‘!’ + ‘’)
1-b.	 email = ‘’

Such examples illustrate limiting cases of pure quotation (or metalin-
guistic quotation) as opposed to attributive quotation. In contrast to 
attributive quotation, pure quotation is employed not to report some-
one’s speech, but rather to talk about linguistic expressions, e.g., to 
ascribe them syntactic, orthographic or semantic proprieties, as illus-
trated in (2a)-(2-c). Sentences (2-d) and (2-e) appear, at first glance, 
to be pure quotational sentences about zero-length linguistic expres-
sions. In fact, if we assume that they are grammatically correct and 
meaningful, then they appear to be true and false, respectively.

2-a.	 ‘Ho’ is a Chinese proper name
2-b.	 ‘Ho’ has two characters
2-c.	 ‘Ho’ denotes Ho
2-d.	 ‘’ has no characters
2-e.	 ‘’ has eight letters

The use of empty quotation in programming languages is motivated 
by certain practical considerations. For example, the use of quota-
tion marks with nothing between them maintains consistency with 
the representation of non-empty strings, as strings with content are 
typically enclosed in quotation marks. Extending this convention to 
the empty string produces a uniform syntax. The empty string can 
be defined with respect to a given string s as follows: ʻʼ = s[i…j] with 
i > j, where s[i…j] is a generic sub-string of s that starts at position i 
and ends at position j (Gusfield 1997, 3-4). For every string s, s con-
catenated with ‘’ yields s: s⁀ʻʼ = s, ʻʼ⁀s = s (Partee, Meulen, Wall 
1990, 434). Consequently, the empty string is a sub-expression of eve-
ry expression. Given that it plays the role of a neutral element with-
in a linguistic system, it can be said that it exemplifies any linguistic 
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determinable (e.g., character length, syntactic category, etc.) to a de-
gree of 0. As a result, the empty string can be considered composi-
tionally neutral with respect to both the syntax and semantics of the 
expressions in which it occurs.

In certain contexts, it is convenient to consider the empty string 
as a singleton containing an empty tuple of characters: {⟨⟩}. To illus-
trate, suppose we want to obtain the name ‘HO’ from ‘H’, ‘O’, and ‘’ 
by concatenation. This can be achieved through operations on sets of 
indexed characters, as follows: {⟨0, H⟩} ∪ {⟨1, O⟩} ∪ {⟨2, ⟨⟩⟩}. In pro-
gramming languages empty quotation is employed in various sce-
narios, such as handling user input, initializing variables, building 
strings, and so forth. As will be demonstrated in Section 3, it plays a 
role in the analysis of ordinary mixed quotation.

This paper addresses the question of whether the conventions gov-
erning the use of bare quotation marks in programming languages 
to represent the empty string are in alignment with the conventions 
that govern the use of quotation marks in natural language. In the 
framework of the Inscriptional Theory of Quotation (ITQ), which pos-
its that quotations are linguistic expressions with type-⟨e, t⟩ seman-
tic values, it will be demonstrated that sentences containing empty 
quotations (i.e., empty quotational sentences), such as (2-d) and (2-
e), are grammatical and meaningful. It will be argued that the use 
of bare quotation marks in programming languages is motivated by 
the implicit rules governing quotation marks in ordinary language. 

The paper runs as follows. Section 2 outlines ITQ. In Section 2.1, 
ITQ is extended to encompass the phenomenon of empty quotation. 
Section 2.2 addresses the issue of the grammatical acceptability of 
empty quotational sentences. The argument is presented that sen-
tences such as (2-d) and (2-e) are grammatical. The illusion of their 
non-grammaticality is explained by showing how, in certain contexts 
of use, empty quotation predicates may appear to be vacuous (in a 
sense that will be defined). In Section 3 the notion of empty string 
is employed to analyze ordinary language, by demonstrating how it 
enables a unified account of reported discourse, with direct and in-
direct speech identified as special cases of mixed quotation. Finally, 
Section 4 presents our conclusions.

2	 Inscriptional Theory of Quotation (ITQ)

A number of attempts have been made in the philosophy of language 
and linguistics to formalize the nature and function of quotation. For 
an overview of these efforts, see Cappelen and Lepore (2007). The 
predominant focus has been on developing a unified theory of quo-
tation that can encompass various quotation forms, including pure 
quotation, direct quotation, indirect quotation, hybrid quotation, and 
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﻿mixed quotation. Within such a program, most theories concur that 
a quotation – what Recanati (2001, 649) terms close quotation (as 
opposed to open quotation) – is a referential expression of a certain 
kind, such as a proper name (Tarski [1933] 1956, 159), a definite de-
scription (Geach 1957, 82), a demonstrative (Davidson 1979; Cappel-
en, Lepore 1997), a function (Richard 1986). This perspective can be 
described as Referentialism about Quotation (RQ), which posits that 
a quotation is a singular term (or serves as a singular term).

In contrast to RQ, ITQ suggests treating quotations as complex 
predicates that ostensively describe classes of inscriptions/utteranc-
es (cf. Pavone 2024). Such a predicativist view on quotation is in-
formed by the work of Goodman (1951, 262) and Scheffler (1954). 
According to ITQ, a quotation as a whole – i.e., a quotation-mark ex-
pression consisting of both quotes and what is enclosed between 
them – describes a class of objects in a replication relation to each 
other, where replication is understood as a relation of similarity in rel-
evant linguistic features associated with a set of linguistic determi-
nables, k = {d1,..., dn}, which is contextually/pragmatically provided.

To illustrate, consider the example provided in (3) below. In cer-
tain contexts of use, it can be reasonably assumed that (3-b) is a rep-
lica of (3-a), but this is not necessarily the case when the intended 
linguistic similarity is taken with respect to a different set of rele-
vant linguistic determinables.

3-a.	 CAT
3-b.	 cat
3-c.	 CAT

Let us suppose that k includes length in characters, lexical category, 
font, and no other element. In this case, (3-b) would be a replica of (3-
a), as it has the same length and the same font as (3-a), and both are 
common countable nouns. In contrast, (3-c) is not a replica of (3-a), 
as it does not replicate the same font as (3-a). However, by assuming 
an alternative set of relevant features, expanded to include the up-
percase/lowercase distinction, and reduced to remove the font, (3-c) 
counts as a replica of (3-a), while (3-b) does not. It can be said that 
the conventions governing quotation in natural languages provide 
quotation-marks expressions with a character, in the customary Ka-
planian sense (1989), that is, a rule for determining the conditions 
of applicability of a quotation predicate in various circumstances of 
evaluation and contexts of use. The conventional linguistic meaning 
of a quotational sentence is to be supplemented through a pragmat-
ic process of identifying the relevant notion of replication. 

The quotation-mark expression occurring in (2-b), for instance, is 
to be regarded as a complex predicate ostensively describing the fol-
lowing class of objects: {x: x ≈k ↘Ho↙}. The symbol ʻ≈kʼ represents a 
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replication relation between inscriptions/utterances defined with re-
spect to a certain set k of contextually provided linguistic determi-
nables. The small arrows represent Reichenbach’s token-quotation 
marks (1947, 284). We can define them as a pointing device that the 
quoter employs to provide the applicability conditions for the quota-
tional predicate by demonstrating a quotational exemplar, i.e., that 
particular object printed between token-quotation marks that has 
both perceptual and non-perceptual properties. As linguistically in-
corporated, they introduce a covert demonstrative pronoun into the 
language. Consequently, token-quotation marks play a dual role, act-
ing both as a demonstrative and as a means of demonstration. The 
extension of the quotational predicate is to be construed as follows: 
the class of inscriptions/utterances that are similar in linguistic form 
(with respect to k) to the quotational exemplar.

Accordingly, (4-a) below is to be analyzed as (4-b), which asserts 
that all k-replicas of the quotational exemplar can be used as a verb. 
However, the truth-conditional value of (4-b) may vary depending on 
context of use. To illustrate, if the set of the relevant linguistic fea-
tures in a context c includes the lexical category to which the quota-
tional exemplar belongs (i.e., proper name), [(4-b)]c = 0, as no k-repli-
ca that has the same lexical category as the token-quoted item can be 
used as a verb (no proper name can be used as a verb.). In contrast, 
[(4-b)]c* = 1, in a context c* providing a set of purely orthographic de-
terminables. In fact, ‘ho’ is a verb in the Italian language.

4-a.	 ‘Ho’ can be used as a verb
4-b.	 ∀x(x ≈k ↘Ho↙ → x can be used as a verb)

To formulate the rules by which a linguistic similarity is specified, 
the Kaplanian notion of semantic context of use is supplemented by 
a set k of linguistic determinables. The extension of a quotational 
predicate is defined as the class of linguistic objects that have (or 
are) the same determinables (as specified in the context) as the quo-
tational exemplar. A limiting case arises when the process of speci-
fying the notion of replication at stake leads the addressee to iden-
tifying the extension of the quotation predicate with the singleton 
containing the quotational exemplar itself. For instance, there will 
be contexts of use in which (5-a) below, whose inscriptional analy-
sis is (5-b), is not true.

5-a.	 ‘Ho’ = ‘Ho’ 
5-b.	 ∀x(x ≈k ↘Ho↙ ↔ x ≈k ↘Ho↙)

Intuitively, the quoter suggests a range within which the search for 
the recipient should be conducted, to identify the kind of replication 
involved for the domain of applicability of the quotation predicate. 
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﻿To assist in the comprehension of a quotation, the quoter may also 
provide a range of exemplars, illustrating both positive and nega-
tive applications of the quotation predicate (cf. Pavone 2023, 242). 
We define appropriate contexts of use as those that provide linguis-
tic determinables that are exemplified by the quotational exemplar. 
It would be inappropriate, for instance, to attempt to define a class 
of objects that have the same color as an exhibited colorless object. 
Let us call this appropriateness constraint (AC) on contexts of use 
for quotation-marks expressions. This may be seen as an instance of 
Grice’s maxim of relation (1989, 28).

2.1	 The Semantics and Pragmatics of Empty Quotation

The theoretical framework previously outlined provides a basis for 
the semantics and pragmatics of empty quotation. Quotational sen-
tences (2-d)-(2-e), repeated below for convenience, illustrate instanc-
es of empty quotation.

2-d.	 ‘’ has no characters 
2-e.	 ‘’ has eight letters

In contrast to Gomez-Torrente (2010), who thinks that our pre-exist-
ing understanding of quotation does not permit the desired interpre-
tation of (2-d), in terms of a true sentence about the empty string, we 
maintain that the conventions that elucidate non-empty quotations in 
natural languages are the same as those that elucidate empty quota-
tion in programming languages.

In accordance with the instructions set forth by ITQ, (2-d) is to be 
logically rendered as (2-d '), where the quotation predicate has this 
extension: {x: x ≈k ↘↙}, for some k-replication. This is the class of all 
k-replicas of the token-quoted item. (2-d') asserts that all k-replicas of 
the token-quoted item have no characters. Similarly, command (1‑a) 
can be interpreted as (1-a'), which instructs us to print one replica 
for each token-quoted item.

1-a.	 print(‘Hello’ + ‘!’ + ‘’)
1-a'.	 ∃x…z(x ≈k ↘H↙ ∧ … ∧ z ≈k ↘↙). Print x … z (in this order)
2-d'.	 ∀x(x ≈k ↘↙ → x has no characters)

Bare quotation marks are predicates lacking appropriate contexts of 
use. The use of bare quotation marks in sentences such as (2-d) and 
(2-e) violates AC, as the minimal blank between quotation marks fails 
to exemplify linguistic features. However, violation of AC may trigger 
a pragmatic calculation for a conversational implicature. 
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Let us consider the following scenario. It is known that John is a per-
son who lacks scruples, and the speaker wishes to assert that Tom is 
similarly corrupt, possibly without explicitly committing to that asser-
tion. The speaker might say that Tom has the same scruples as John. 
This assertion is evidently false, given that John has no scruples. How-
ever, the speaker conveys the content that Tom is a person without 
scruples. Communication seems here to violate the Gricean maxim of 
relation “for the purpose of getting in a conversational implicature by 
means of something of the nature of a figure speech” (Grice 1989, 33).

A similar phenomenon we propose occurs with the interpretation of 
empty quotations, such as in (2-d) and (2-e). Since no linguistic object is 
exhibited, the quotational predicate extension is literally empty: there 
is no object that has the same linguistic form as the token-quoted item, 
which does not exemplify linguistic features. Consequently, sentences 
(2-d) and (2-e) are trivially true. However, the violation of AC can result 
in a pragmatic calculation that leads to a conversational implicature. 

The desired class of objects, that is, the singleton containing the 
empty string, can be obtained through a pragmatic process that can 
be described as follows. The violation of AC prompts the addressee 
to interpret the token-quoted item as a proxy for what it metonymi-
cally represents (by a form of deferred ostension). The token-quoted 
item (the minimal blank between quotes) can be seen as the output 
generated by the command to print the empty string. This causal re-
lationship allows for an interpretive shift from effect to cause, that is, 
from the token-quoted element to the empty string. For this interpre-
tation to take place, it is necessary to ensure that the blank between 
quotation marks is of a sufficient length, such that it does not exceed 
the blank that typically separates characters within a word. There-
fore, the extension of the quotation predicate is to be construed as 
the class of replicas of the proxy token-quoted item, that is, the class 
of replicas of the empty string. Given that the empty string has only 
one replica, namely the empty string itself, for any linguistic deter-
minable that it exemplifies at a degree of 0, the quotation extension 
is identical to the empty string singleton. 

2.2	 Grammaticality of Empty Quotation

Some scholars (e.g. Sorensen 2008) maintain that sentences such 
as (2-d)-(2-e) are grammatical (and meaningful), while others (e.g., 
Gomez-Torrente 2001; Saka 2006; 2011) argue that they are not. How-
ever, our intuitions are mixed. Those who argue for the grammatical-
ity thesis and those who argue for the ungrammaticality thesis are 
both committed to explaining respectively the apparent ill-formed-
ness and well-formedness of (2-d)-(2-e). ITQ appears to be able to do 
this job better than its competitors.
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﻿ According to Sorensen (2008, 58), (2-e) can appear to be ill-formed 
due to its obvious falsity, but the judgment of ungrammaticality, he 
argues, is nullified when true empty quotational sentences, like (2-d), 
are considered. This explanation seems to be inadequate for two rea-
sons. The assertion that Hitler won World War II or that a circle has 
four sides is obviously false, yet this does not trigger ungrammatical-
ity judgments. Furthermore, those who reject the grammaticality of 
empty quotations tend to reject both (2-d) and (2-e). Sorensen should 
also provide an explanation for the illusion of ill-formedness of (2-d).

Saka (2011, 206) argues that sentences such as (2-d) may appear to 
be well-formed due to their capacity to convey/communicate a truth, 
in virtue of a context-induced reading, given that communication of 
truths does not necessarily require well-formedness. To explain the 
disagreements on the grammaticality of empty quotational sentenc-
es, the author invokes what he calls the speech-only thesis, which 
posits that language is only speech, and writing is not strictly a lan-
guage. Consequently, from a linguistic/naturalistic point of view on 
language, empty quotational sentences appear to be ungrammatical 
because they cannot be pronounced in such a way to produce a cor-
responding utterance in a natural spoken language (2011, 216). In 
contrast, from a logical/philosophical point of view on language, in 
which any syntactic/semantic system counts as a language, empty 
quotation can appear to be grammatical.

Saka’s approach to mixed intuitions is based on premises regard-
ing the nature of language and disciplinary differences between lin-
guistics and philosophy of language that are highly controversial. 
An alternative explanation of mixed intuitions that is less commit-
ted to general assertions about the nature of language and method-
ological issues in the language sciences would be preferable. This is 
what ITQ seems to provide.

The underlying concept of ITQ is that quotations are ostensive-
ly defined predicates. This implies that quoting requires an associ-
ated ostensive act. In defining a quotational predicate, the quoter 
employs token-quotation marks as a pointing device to describe the 
class of replicas (in some relevant set of linguistic determinables k) 
of the quotational exemplar. When a bare pair of quotation marks 
occurs, the addressee of the quotation may interpret the associated 
ostensive act, performed by the token-quotation marks, as lacking a 
demonstratum. Under this interpretation, the quotational predicate 
appears to be vacuous – from which a judgment of ungrammaticality. 
Alternatively, the associated ostensive act is interpreted as genuine-
ly pointing to something that helps the addressee to find the correct 
condition of applicability for the quotational predicate. The possibil-
ity of these two readings is a candidate for explaining our mixed in-
tuitions about the grammaticality of empty quotations.
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3	 Empty Quotation and Reported Speech

The concept of empty string is not limited to programming languag-
es. It can also play an important role in the analysis of ordinary lan-
guage. It is widely accepted that mixed quotation, illustrated by (6-a) 
below, is a hybrid case of reporting speech that exhibits both direct 
and indirect verbal forms. However, through the concept of empty 
string, mixed quotation can be analyzed as a basic reporting verbal 
form, of which the direct and indirect forms arise as limiting cases. 
Bare quotation marks can play a role in reported speech analysis sim-
ilar to their role in programming languages as useful placeholders 
or to express default values in situations where a string is expected 
but may be absent or unspecified.

The inscriptional analysis of (6-a) is (6-b). The individual constant 
‘a’ denotes Paul, ‘≡’ is a symbol for the paraphrase relationship be-
tween inscriptions/utterances, the capital ‘Y’ represents the set of 
all sub-strings of the corresponding inscription y, ̒ I(z, y)ʼ is a 2-place 
predicate expressing that z inscribes/utters y.

6-a.	 Paul said that proper names “are not words in a language” 
6-b.	 ∃x,y(x ≈k ↘are not words … ↙ ∧ x ∈ Y ∧ y ≡ P ∧ Iay)

As a whole, (6-b) asserts that there is a replica (with respect to a set 
of relevant linguistic determinables k) x of the token-quoted items 
such that x is a sub-string of a paraphrase y of the inscription P, and 
Paul inscribed y. P is defined as the value of a binary function Φ which 
takes the unquoted (U) and the quoted (Q) parts of the complement 
clause of the mixed quotation as its arguments. Φ works as follows: 
Φ(U, Q) = U⁀S, that is, U concatenated with S, where S is construed 
as a paraphrase (in the context of the reporter) of x, and x is what 
the reportee (Paul) inscribed. In other words, S ∈ [x]r, where [x]r is 
defined as the set of all expressions that in the context of the report-
er have the same semantic value as x. Conventionally, S can be as-
sumed to be the shortest expression in [x]r.

In this framework, direct and indirect speech arise as limiting cas-
es of mixed quotation when the function Φ takes empty string as one 
of its two arguments. A covert empty quotation is postulated in in-
direct speech, illustrated by (7-a), whose inscriptional analysis is (7-
b). In (7-a), the complement sentence contains no quoted part. Hence 
Φ(U, ʻʼ) = U⁀S, where S ∈ [x]r, as above. Given that x is a replica of 
an empty string, x is devoid of any semantic value, or alternatively, 
it is assigned a null semantic value. Accordingly, [x]r is the set of all 
expressions that in the context of the reporter have a null semantic 
value. The shortest expression in [x]r is a string with a length of zero. 
Therefore, U⁀S = U⁀ʻ ,̓ and P = U. (7-b) asserts that Paul inscribed 
an inscription y such that the empty string x is trivially a sub-string 
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﻿of y and y is a paraphrase of P. In a similar manner, direct speech 
can be analyzed as a case in which Φ(ʻ ,̓ Q) = ʻʼ⁀S.

7-a.	 Paul said [that] ‘’ proper names are not words in a language
7-b.	 ∃x,y(x ≈k ↘↙ ∧ x ∈ Y ∧ y ≡ P ∧ Iay)

4	 Conclusion

Some scholars, such as Gomez-Torrent and Saka, argued that emp-
ty quotations are not grammatical. This perspective contrasts with 
the conventional practice in formal linguistics and programming lan-
guages of employing empty quotes to represent the empty string. In 
response to this phenomenon, proponents of the non-grammaticality 
thesis may invoke the homonymity thesis, postulating that the quota-
tion marks employed in programming languages do not belong to the 
same type as those used in natural languages. In contrast, this paper 
has argued that the practice of using bare quotation marks in formal 
linguistics and programming languages has its roots in the conven-
tions governing the use of quotation in natural languages. According 
to ITQ, quotation-marks expressions are predicates ostensively de-
fined by means of the exhibition of a quotational exemplar. The osten-
sive definition at stake is based on the notion of similarity in linguistic 
form defined with respect to a set of contextually provided linguistic 
determinables. The appropriateness constraint, what has been called 
AC, is violated where a bare pair of quotation marks occurs, as no lin-
guistic item is here token-quoted. The violation of AC prompts the ad-
dressee to interpret the minimal blank between the token-quotation 
marks as a proxy token for the empty string that it metonymically rep-
resents. Such a conversational implicature appears to be a well-estab-
lished and an accepted convention within the domain of programming 
languages. The notion of empty string is not limited to programming 
languages. It plays a role in the analysis of ordinary mixed quotation, 
which has been proposed as the primary reporting form. Direct and 
indirect reported speech can be regarded as special forms of this.
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